®I3UKO-MATEMATUYHA OCBITA ($MO) Bunyck 1(23), 2020

Scientific journal ISSN 2413-158X (online)
PHYSICAL AND MATHEMATICAL EDUCATION ISSN 2413-1571 (print)
Has been issued since 2013.

HaykoBuii xypHan
PI3UKO-MATEMATHYHA OCBITA
Bunaerscs 3 2013.

scientific
http://fmo-journal.fizmatsspu.sumy.ua/ journal

ba3ypiH B. [ledaeoeziyHi ymosu ycrniwHO20 HABYAHHA CUCMEMHO20 [PO2PAMYBAHHA CcmyodeHmig creuiaabHocmi
«Komn’rtomepHa iHxceHepia». @izuko-mamemamuyHa ocsima. 2020. Bunyck 1(23). C. 7-10.

Bazurin V. The pedagogical conditions of successful system programming studying students of the speciality "Computer
engineering". Physical and Mathematical Education. 2020. Issue 1(23). P. 7-10.

DOI 10.31110/2413-1571-2020-023-1-001
Vitalii Bazurin
Kovpak Hlukhiv Agrotechnical Institute of Sumy National Agrarian University, Ukraine
ORCID: 0000-0002-6614-4889
vbazurin@gmail.com

THE PEDAGOGICAL CONDITIONS OF SUCCESSFUL SYSTEM PROGRAMMING STUDYING STUDENTS
OF THE SPECIALITY "COMPUTER ENGINEERING"

ABSTRACT

System programming is an important component of the professional training of specialists specializing in "Computer Engineering”. Various
factors and pedagogical conditions affect the learning outcomes of student learning in Assembler. The article outlines those
which, according to the author, are the most important: initial knowledge and skills of students; programming environment for
Assembler language; means of training; training method; motivating students to study programming at Assembler.

Formulation the problem. The role of computer networks in human life continues to grow. Computer networks are used in most industries.
Specialists of the specialty "Computer Engineering" carry out planning, installation and maintenance of computer networks at
enterprises, organizations, and settlements. Specialists of this specialty are in great demand in the labor market. However, the
pedagogical conditions for successful learning of system programming remain insufficiently defined.

Materials and Methods. Analysis of research by scientists and methodologists, analysis of curricula, analysis of pedagogical experience.

Results. The importance of system programming is indicated in the computer science education professional program. Based on the analysis
of own pedagogical experience, it is established that the success of learning system programming depends on many factors: the
level of logical and algorithmic thinking of students, the ability to create programs using basic algorithmic constructions,
motivation, the use of optimal programming environment, control by the teacher.

Conclusions. For successful training of students of the specialty "Computer Engineering," it is necessary to compliance system programming
with the following pedagogical conditions: sufficient level of knowledge and skills in disciplines; choice of optimal programming
environment; application of auxiliary means of training; appropriate training method.

KEY WORDS: system programming, maintenance of computer systems and networks, Assembler, pedagogical conditions, training, computer
engineering.

INTRODUCTION

The role of computer networks in human life continues to grow. Computer networks are used in most industries.
Specialists of the specialty "Maintenance of computer systems and networks" carry out planning, installation and maintenance
of computer networks at enterprises, organizations and settlements. Specialists of this specialty are in great demand on the labor
market.

However, the pedagogical conditions for successful learning of system programming remain insufficiently defined.

In 2009, at Kovpak Glukhiv Agrotechnical Institute (Sumy National Agrarian University) began training specialists in the
specialty "Maintenance of computer systems and networks". Now this specialty was renamed to “Computer Engineering”. In the
past, 6 issues have been made. On the basis of analysis of the developed pedagogical experience, the main conditions and factors
on which the successful study of the discipline "System programming" students by the specialty "Computer Engineering" was
determined.

Analysis of relevant research. There are a number of scientific findings related to the study of programming in low-level
languages. For example, Hieu Vu (2016) proves the importance of learning low-level programming in the language Assembler.
When creating programs in the language Assembler, the programmer better understand the principles of the operation of the
processor, RAM. The scientist demonstrates examples of programs in the language of Assembler. In his view, the study of the
language Assembler is not significantly different from the study of other programming languages (Vu, 2016).

The research (Chau && Fung, 2009) reveals the structure and principle of the environment for self-education of students
of system programming in the language Assembler. Scientists have developed the appropriate equipment and software. In the
course of research, the following software requirements are defined: user-friendly user interface and availability of instructions
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for laboratory work, the ability to configure the program, support the equipment, the ability to generate assembling code. The
developed software is implemented in C # language (Chau && Fung, 2009).

O. L. Levoshko and L. V. Konstantinov focus on the technical aspects of using the Assembler language in system programs
(Levoshko && Konstantinov, 2007).

P. T. Dederkal discloses features of the initial stage of studying system programming in the language of Assembler:
1) familiarization with the operations carried out with binary and hexadecimal numbers;
2) forming an idea of the representation of negative numbers in addition to the code;
3) formation of the idea of storing data in the registers of the processor;
4) familiarization with the simplest Assembler commands (exchange, logical, arithmetic, bias);
5) familiarization with comparison commands (Dederkal, 2016).

P. T. Dederkal proposes to use the integrated FASM programming environment, since it contains the following tools: text
editor, compiler, debugger (Dederkal, 2016).

The pedagogical conditions and factors on which the successful training of programming in Assembler language depends
is not sufficiently developed.

The aim of the article. To clarify the pedagogical conditions for successful training in system programming of students of
the specialty "Computer Engineering".

RESEARCH METHODS
Analysis of research by scientists and methodologists, analysis of curricula, analysis of pedagogical experience, analysis
results of pedagogical experiment.

RESULTS

Formation of professional competences of future specialists in the specialty "Computer Egineering" in the process of
studying the discipline "System programming".

The discipline "System programming" belongs to the disciplines of the cycle of professional training. In accordance with
the educational-professional curriculum (Standard of a higher educational institution, 2013), 108 hours is given for the study of
this discipline.

According to the educational-professional curriculum, the following skills of future specialists of the specialty
"Maintenance of computer systems and networks" as a result of studying the discipline "System programming" should be formed:

— to master Assembler language;

— create multimodal programs;

— use static and dynamically linked DLLs;

— create own libraries;

— to organize intermodular interactions and interactions with libraries of the programming environment;

— handle interruptions, intercept and handle exceptional situations;

— to program interaction with the equipment, organize low-level and high-level 1/0;

— to process dynamic data structures (Standard of a higher educational institution, 2013).

The discipline contains the main modules:

1) tools for building system programs;

2) the development of system programs (Standard of a higher educational institution, 2013).

The first module contains the following topics:

1) Assembler language as a means of effective programming;

2) architecture and command system of the base Processor;

3) programming subprogramms in the language Assembly;

4) technologies of development of multimodal system programs;

5) use of software libraries;

6) processing of data structures in system programs (Standard of a higher educational institution, 2013).

The second module contains the following topics:

1) programming table and graph processing in system programs;

2) programming of transformations in broadcast programs;

3) basic concepts of grammar theory;

4) the basics of lexical and parsing programming;

5) types of semantic processing in translators;

6) construction of control program elements (Standard of a higher educational institution, 2013).

This discipline is taught for 7 years.

Pedagogical conditions and factors influencing the success of the system programming study. The discipline "System
programming" is studied after the disciplines "Programming", "Operating systems" and "Computer Architecture". Based on the
analysis of the teaching experience of this discipline, certain requirements were set for the level of knowledge and skills of
students who are beginning to study system programming.

Students who are beginning to study system programming should know:
the basic notions of the Boolean algebra;
concept of the algorithm;
basic algorithmic constructions;
high-level programming language syntax (C ++, C #, or other);
principles of data exchange between variables and subprogramms;
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— the concept of flows and processes;

— principles of representation of numbers in positional and non-positional systems of calculation;

— the principles of translating numbers from one system to another;

— features of the architecture of processors IA-32;

— peculiarities of functioning of peripheral devices (keyboard, mouse, monitor);

— components of the Windows operating system;

— features of file systems FAT32, NTFS.

Beginning with the study of system programming, students must be able to:

— create programs in a high level programming language;

— to develop algorithms of programs using the basic algorithmic constructions: follow, branch, repetition;

— to develop programs with the output of the data on the screen;

— develop programs for reading data from a file and storing data into a file;

— develop programs using routines;

— organize the data exchange between the main program and subprograms;

— write numbers in different systems of calculation;

convert numbers from one computing system to another.

Consequently, for successful mastery of system programming, students must have a certain level of input knowledge and
skills.

The pedagogical experiment was conducted in 2017-2019 at the Hlukhiv Agrotechnical Institute.

To find out the impact of the level of knowledge and skills in programming on the success of studying system
programming, we performed control work: at the beginning of the semester of programming, at the end of the semester - from
system programming. The results of both controls were compared using Pearson's correlation. It is established that there is a
reliable correlation between programming and system programming test scores. The correlation coefficient is 0.56.

The following pedagogical conditions are the availability of appropriate teaching aids. Learning tools are divided into two
groups: basic and auxiliary. The main means of training include a computer with system software, an environment for
programming in Assembler language. In our opinion, while studying system programming, you need to use integrated
programming environments for Assembler: MS Visual Studio, FAsm, SAsm, and others. These environments have a friendly-
looking interface and provide an overview of the process of creating the Assembler program: from typing the program to
compilation into an executable file.

The use of an integrated programming environment has the following advantages over traditional Assembler
programming tools:

— simplification of the process of development of system programs;

— afriendly orientation programming environment interface;

— allocation of errors in the code of the program;

— the availability of data output tools that work correctly on the Windows operating system;

— availability of software libraries for modern versions of Windows.

In addition to these programming environments, the ideone.com network-oriented environment (Ideone, 2019) was used
in the learning process. However, using this environment, it is expedient to learn only Assembler Syntax. This environment is
limited to study the features of the program directly from hardware.

Students chose Microsoft Visual Studio as IDE. This is a modern programming environment that students are introduced
to while studying programming. 80% of those surveyed found Microsoft Visual Studio the best IDE and worked in it, while others
worked in SASM.

Auxiliary means of teaching system programming include: textbooks, manuals, articles on the sites, instructions for
laboratory work, tests.

In our opinion, the textbook on system programming (Kravets && Rysovany, 2008), almost completely corresponds to
the educational-professional program of the specialty "Maintenance of computer systems and networks". It is advisable to apply
this tutorial for teaching system programming students. This tutorial contains all the necessary theoretical material, examples of
programs in Assembler language and instructions for laboratory work.

In our opinion, the success of teaching students of system programming also depends on the chosen learning methods.
These methods include:

— the method of expediently selected tasks;

— the method of demonstration cases;

— the method for finding errors in the finished programs.

The next important factor affecting the outcome of the Assembler study is the student's motivation. Assembler
programming language is limited (compared to C ++, C #, or Java). This negatively affects students' motivation to learn Assembler.

The students' motivation level was determined using the Ehlers success motivation test. We compared students' level of
motivation and their level of knowledge and skills using Pearson's correlation coefficient. The correlation coefficient is 0.9.
Therefore, there is a strong direct link between students' motivation and their level of knowledge and skills in system
programming.

Teachers can notinfluence the degree of use of Assembler by programmers when writing applications. However, students
can be interested in the development of modules and dynamic libraries for applications.

In graduation thesis, in our opinion, it is advisable to formulate such themes of projects that students develop application
programs. Also, students must develop (or use ready-made) dynamic libraries written in Assembler.



PHYSICAL & MATHEMATICAL EDUCATION issue 1(23), 2020

CONCLUSIONS

Therefore, for successful training of students of the specialty "Computer Engineering" it is necessary to compliance
programming in Assembler language with the following pedagogical conditions: sufficient level of knowledge and skills in
disciplines; choice of optimal programming environment; application of auxiliary means of training; appropriate training method.

This study can be continued in the following directions:

— the development and experimental verification of the effectiveness of the methodical system of training students of
system programming in Assembler language;

— the development of the subjects of diploma design associated with the creation of programs that use sub-programs or
libraries in Assembler language.
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NEAArOri4yHI YmMoBu ycnilwHOro HAB4AHHA CUCTEMHOIO NPOrPAMYBAHHA
CTYAEHTIB CNELIA/IBHOCTI «KKOMM'IOTEPHA IHXXEHEPIA»
Bimaniii basypiH
Inyxiecokuli aepomexHiyHul iHcmumym im. C.A.Kosnaka CymcbKo20 HAUioHANb6HO20 a2papHo20 yHisepcumemy, YkpaiHa

AHomayjis.

CucmemHe npo2pamysaHHsA € 8aM(IUBOIO CKAAO080K npogeciliHoi nidecomosKu ¢ghaxisyis, wo Hasyaromsca 3a creyiansHicmio "Komn'tomepHa
iH#ceHepia". Pi3Hi pakmopu ma nedazozi4Hi ymosu 8MaAUBAIOMb HA Pe3ysabmamu Ha8YaHHSA cmyOeHmi8 Npo2pPamye8aHHa Ha MO8
Acembnep. Y cmammi okpecieHO mi, fAKi, HG OYMKy aemopa, € Hali8arausiwumu: rnoYyamekosi 3HAHHA MA BMIHHA Y4His;
po2pPaMy8aHHA HABKOAUWHbLO20 cepedosuuia 019 Mosu Acembriep; 3acobu HaBYAHHA; Memo0d HABYAHHA; Momuseayis cmydeHmie
00 8UBYEHHA NMPO2PaMy8aHHA 8 Acembrepi.

@opmyniosaHHA npobaemu. Ponb Komm'tomepHux Mmepex 'y Hummi AO0uHU npodoexcye 3pocmamu. Kommn'tomepHi mepexci
suKopucmosytomescs 8 binbwocmi eany3el npomucnosocmi. [11aGHY8AHHA, yCMAHOBKA Ma 06CAYy208Y8AHHA KOMIM'FOMEPHUX MepPext
Ha nidnpuemcmeax, 8 opaaHi3ayiax ma HaceneHux nyHKkmax 30ilicHiorome gaxisyi cneyiansHocmi «Komn’tomepHa iH#ceHepia».
Cneyianicmu yiei cneyianbHOCMi KOpUCMYyOMbCA 8eAUKUM MOMNUMOM HA PUHKY npayi. OOHaK nedazozivyHi ymosu 014 ycniHo20
30CB0EHHA CUCMEMHO20 MPO2PAMYBAHHA 3aAUUIAIOMbLCA HEOOCMAMHBO BUSHAYEHUMU.

Mamepianu i memodu. AHaniz 00cnidxieHb s84eHUXx i memoducmis, aHani3 HABYAAbHUX M/1GHIB, AHANI3 nedazoziyHo2o 00cCeidy, aHani3
pe3ynbmamie nedazo02iyHo20 ekcrnepumeHmy.

Pesynemamu. Baxcusicme cucmemHO20 NpPo2pamyeaHHs 3a3HavyeHa 8 0C8imHbo-npogeciliHili npoepami cneuyiansHocmi «Komn’tomepHa
iH#ceHepia». Ha ocHosi aHani3y enacHoz2o nedazoeziyHoz2o Aoceidy 8CMAHOBAEHO, WO YCIiX HABYAHHA CUCMEMHO20 MPo2PaMyB8aHHA
3anexrums 8i0 6a2amboX YUHHUKIB: piBeHb /102i4HO20 MA AA20PUMMIYHO20 MUCAEHHA cmydeHmis, chopmosaHicmes YMIHHA
cmeopr8amu nMpo2pamu 3 8UKOPUCMAHHAM OCHOBHUX A120pUMMIYHUX KOHCMPYKYilt, Momueayis, 3acmocy8aHHA 0nmumasnbHo20
cepedosulya NPo2pamys8aHHsa, KOHMPOsb 3 BOKY 8UKAAOAYA.

BucHoBKU. []1s ycniwHo20 HA8YaHHA cmydeHmie crneyiansHocmi «Komn’'tomepHa iHMEeHepia» cucmemHo20 Mpo2pamysaHHs HeobxioHe
O0OMPUMAHHA MAKux nedazoziyHux ymos: docmamHili pieeHb 3HAHb i 8MiHb 3 OUCYUNAIH; 8UBip ONMUMAbLHO20 cepedosuwa
p02PAMYBAHHSA; 30CMOCYB8AHHA O0MOMIHCHUX 30c06i8 HABYAHHSA, 8i0N0BIOHA MEMOOUKA HABYAHHA.

Kntovosi cnoea: cucmemHe npoepamysaHHs, 06C1y208y8aHHA KOMI'tomepHUX cucmem i mepex, Acembnep, nedazozidHi yMmosu, HaBYAHHS,
Kommn'tomepHa iHxceHepis
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